1y

I

1] 1

) .Y %
dl/_luf.,hu’&,«_‘;w’(f/,lﬁ"a Iy

Artificial Intelligence and Machine
Learning in Medical Sciences

I )y A

Nasibeh Rady Raz

PhD in Artificial Intelligence and Robotics

Department of Artificial Intelligence in Medicine, Faculty of Advanced
Technologies in Medicine, Iran University of Medical Sciences, Tehran, Iran
radyraz.n@iums.ac.ir

- P
RS

¢ - -
e s ; »
) -




3
Qj ..“,W.
wﬁ_é




D

A
Y 'M;«u:u"{‘n"’:%:

Course:

Course Topics dd> 4> § S ool Olad> 70,6
Artificial Intelligence (Al) in medicine SR O Ean Seb e VEY e YA
Al and Fuzzy systems and its applications in medicine 3 30 53 G a9 Loian e ) £ gRVFIA I
Machine Learning and its applications in medicine B33 30 ol B g adle 5l VFeYauau Yy
Evolutionary systems and its applications in medicine Sy 30 ol 5B l5 g Aol g5l dingy o oo ysSI VP Y auii
Neural networks and deep neural networks in medicine Sy 0 Gaes gmar o AL g guas b aCS VFRY 008370
Application of Al in Early Detection of Disease L gylow plR0g; auklS )0 Loman Sep 35 VP i ool
Swarm Intelligence and multi-agent/swarm in medicine ~  Sd3 ;0 obdjlable Lo b pruw (ol>djl Sea NPT Cllpos)IA
Application of Al in Cancer Oloyw )0 Loman wed saopls  \FY Clig Lo IYY
Application of Al in surgery > 30 Eamas b sOyls  VFY Clag sl YA
Applications of Al in Neurology wlacl g e 0 Loian Jep sy, \FYab,s 0
Application of Al in Internal Medicine S (SKhp 30 (Loman er Oy VE-Yabs VY
Applications of Al in cardiovascular 39y 9=ld 0 cohan Jan syl VF-Y ol > 4
Applications of Al in Breast Disease Ol s gilow )0 Loan gd O \FTob s TP
Application of Al in Ophthalmology S e 3O Eaman uab slady,lS WY 5 ¥
Application of Al in Nephrology SIP i 3O Laman e Oy, WY .5 4
Application of Al in Otorhinolaryngology = 9 3o g T 0 Lean er oyl \FeY L5 VP
Application of Al in Gynecology and obstetrics Lble 9 (U; )0 Laman Jgb oy, V¥ 5 YY
Application of Al in pediatric medicine Jub!l o5 0 Lomas ed O, VEY L5 Y
Application of Al in anesthesia SN )0 sEgmas b syl VEY oy £
Application of Al in emergency medicine oeliyel Koy 30 Laman Sep s VY Sl VY
Applications of artificial intelligence in orthopedics SNyl )0 Laman Sep soyls VT ol Y
Application of Al in pain management 3y Cupde 3O Lomas ed s \FY ol YY
Application of Al in pharmacology Silwayld 30 Laian Seb saopls  VFY 00 Y

Application of Al in dentistry

SR OIS 3O (L gman gh Oyl

VY et Ve



|
2l

Artificial Intelligence

Al is a multidisciplinary field of study dealing with intelligence,
perceiving, and inferring information by machines.

Narrow Al: is used to solve a specific problem.
General Al: is used for solving general problems.
Super Al: Nobody knows what will happen.
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Artificial Intelligence

Interpretability

Interpretability of
neural networks

Fuzzy Logic
and Control

Possibilistic Approximation
Theory Theory

Next generation artificial intelligence

Solvability

Al

(Deep learning as an example)

Nonconvexity & nonsmoothness
of parameter estimation problems

Global Solution

solution landscape
— —

Optimization
Theory

Mathematics

Robustness

Generalization ability of
learning models
 _ Under fit Over fit

Best
general:lzatm Test Error

" No. of iterations

Probability
Theory




Aspect of Intelligence

Smart

Smart
MULTIPLE

INTELLIGENCES

Logic
Smart




Modeling

& Prediction

A
A Models
A

y LR
[ sym~

RF | Machine

Medical Imaging
| EHRs von | L€AMING [ Federated
Lab Exams , < Learning
[ | -\
Demographic/ . B . Learning

Epidemiological

Screening Models

Diagnostic Models

Prognostic Models
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Machine Learning

In ML machine learn :

. ML claims to save :
from data without : Unsupervised
: o time, money, and :
being explicitly learning

effort
programmed.

Reinforcement
Learning

supervised learning

10



Clustering
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[ Supervised Learning ] [ Unsupervised Learning ] [ Reinforcement Learning ]
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[ Classification ][ Regression ] [ Clustering ] [DecisionMaking]

ﬂ Naive Bayes \
Classifier

= DecisionTrees
= Support Vector
Machines

= Random Forest
= K — Nearest
Neighbors

-

J

ﬂ Linear Regressioﬁ

= Neural Network
Regression

= Support Vector
Regression

= Decision Tree
Regression

= LassoRegression

(Ridge Regressiory

[-K-Means Clustering\

= Mean-shift
Clustering

= DBSCAN Clustering
= Agglomerative
Hierarchical
Clustering

QSaussian Mixturej

(

-

\

= Q-Learning
=R Learning
=TD Learning

.
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Supervised
Learning

Model training with labelled data

Machine
Learning

Unsupervised
Learning

Model training with unlabelled data

\
Classification Regression Clustering
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Reinforcement
Learning

Model take actions in the environment then
received state updates and feedbacks

S

| Environment @
|

\

|
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® teadback |
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\ Model )
= Agent o
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Example

Supervised learning
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Machine learning

Deep learning

Clustering

dimensionality

reduction

Frequently used algorithms
for biomedical research

Example usage (data type)

Il. 4 o
SVM '.' 2’..
|a® ° %%
KNN .
o::.'
Regression | ¢%°
Random forest A
L

o
ow g B

RNN #ﬁ
Hierarchical ﬁ

-
K-means  [¢¢ 4 &

PCA

ee
tSNE r 9-.“,
NMF X

® Cancer vs healthy classification
(gene expression)

PR Y.y
C)l/_uJL,:Au",TaLA,J’/f#:@,
® Multiclass tissue classification
(gene expression)

® Genome-wide association
analysis (SNP)

® Pathway-based classification
(gene expression, SNP)

® Protein secondary structure
prediction (amino acid sequence)

® Sequence similarity prediction
(nucleotide sequence)

® Protein family clustering
(amino acid sequence)

® Clustering genes by chromosomes
(gene expression)

® Classification of outliers (gene
expression)

® Data visualization (single cell
RNA-sequencing)

® Clustering gene expression
profiles (gene expression) 13



Supervised Learning

Labeled Data

Labels

% Tomato

Bell
Carrot Pepper

Prediction ﬁ
—>
3 o—e
Model Training >
) Aﬂ ﬁ ‘
DatabaseTown Test Data

Carrot

Bell
Pepper

@8 =

Tomato

Al
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Supervised Learning and
discrete data: Classification

* Classifier accuracy depends on dimension and type of data set.
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* Single classification techniques are not capable enough to handle huge data.
Sometimes the accuracy level changes according to the number of classifiers
employed.

* To overcome this problem, fusion algorithms have been introduced.

.......................................

.....................

Medical Data

Classification

____________________
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classifier ensemble

* Machine learning-based
classification models have
improved accuracy by
combining the results of
multiple ML algorithms. Such
an ensemble approach

* Ensemble or fusion methods
consider the output of each
classifier as input. It
considers the class level
accuracy collected from all
classifiers rather than the
whole dataset. The model
has to run all classification
algorithms. It takes more
time but efficacy increases.

Abstraction Level

Classifier Ensemble
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Fusion Levels

—>» Input Data Level

—>» Feature Level

i

Application Level

‘> Decision Level

> Low Level Fusion

———> High Level Fusion

» Multi Level Fusion

|

— Fusion Strategies

aE—

Class Label
Fusion

N ———

>

p
—>» Trainable Fusion

N— S

=

|_» Support Function
Fusion

N ——

Localised

_
Template

N ——

!

— Fusion Methods

—>» Kalman Filtering

—_——

—>» Majority Voting
N ——

—>» Dempster-Shafer

——

> Distribution
Summation

—_—

—>» Entropy Weighting
—_—

Density based
Weighting

> and weights

| > optimized

}

—  Fusion issues

Optimal feature
=l weight
adjustments

e
Missing Value and
> noisy data
management

)
Classifier selection

adjustments
e ——

o

Ensemble
complexity

R ——

Acheiving

performance
\ metrics /

)

~—

“—  Borda Count

J

Model
Optimization
\———

Improving the Accuracy of Ensemble Machine Learning Classification Models Using a Novel Bit-Fusion Algorithm for 16
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Ensembles
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Regression

-<
>

dependent Variable

. b a . P4 57
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regression

independent Variables X
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Decision trees
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>54 <=54
female male male female
hest pain
o : chest pain <50% diameter
L v type narrowing
atypcal angna - - asymptomatc
g e i~ typical or atypical
<50% diameter i >50% diameter | angna. or non-angj? gsymptomanc
narrowing ¢ narrowi
<50% diameler >83 <=63
hest pain
narrowing <50% diameter resting
typical or atypical revmotomatic |~ 0% diameter resting narrowing electrocard.
angina, or Non-angina narrowing blood left vert
<50% diameter resting Pressure normal ST-Tyvave hypertrophy
Ll blood <=135 >136
pressu ) resting <50% diameter o
>50% dameter | | <50% diameter || P00 Hl LB
narrowi narrowi 7 <=44 >44
<=129 <>=1‘2492 >142 <=115 115 TSR =
r | /maximu
<50% diameter l >50% diameter JJ"""”‘"
<50% diameter || >50% diameter | | <50% diameter narrowl narrowl “
narrowl narrow| narrowing <=147 147

>50% diameler || <50% diameter
narrowing narrowi

Improving medical decision trees by combining relevant health-care criteria 19
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Artificial Neural Network

2 R r “

Inputs Inputs

Dendrites Outputs
h

Linear

Cell Body Pu— Tt X
Nucleus Activation
Function
\ =/ \_ >3y
X) Wy
Inputs —  x, y
X4 W4| Output
fwﬁ Activa'tion
L Xs L5 ) function 20




Sample Artificial Neural Network
(ANN) model for the diagnosis of

cancer

Cell masses

Cytoplasmicvolume

Cell markers

Cell size and shape

Cell lesion

Prognosis

Tumor response after
treatment

Risk prediction
Tumor differentiation

des ‘;M_,wuv (#?

21
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Unsupervised Learning
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(

Output

[ “ Apples
Input Raw Data Algorithm ‘
L Y )

S8~~~

Interpretation Processing
Unlabeled Data

0@ Oranges
- @
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These models work by identifying similarities =
among data items and classifying them 2R
according to the presence or absence of such

Clustering

commonalities.

Clustering

23



Types of Clustering in Machine

Learning
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Raw Data

Clustered Data

25
20
1.5
Exclusive
Clusters 1.0
0.5
Nonexclusive
Clusters

4 Hierarchical clustering

Probabilistic clustering

Fuzzy clustering
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Reinforcement learning

Input Raw Data Environment |<€— Output

Reward ) Best Action

o

Selection of

#m*m
* State Algorithm

> Agent

learning the optimal behavior in an environment to obtain maximum
reward. This optimal behavior is learned through interactions with

the environment and observations of how it responds, similar to
children exploring the world around them and learning the actions
that help them achieve a goal.

L
AR (5 v
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Semi-supervised learning is the type of
machine learning that uses a combination of
a small amount of labeled data and a large
amount of unlabeled data to train models.

Machine Learning
Model

Prediction

» |t's an Apple

Partial Labels ]
’. Orang 6 2
— ' Ranana -

Unlabelled Data

26



Self-Supervised Learning

Self-Supervised Learning Workflow

Images Labels

Automated Learned
._ > 180 _ Representations

X  Exploit property Y

27



APPEND

Active Learning

Add newly labeled
examples to training data

a learning algorithm can interactively
query a human user (or some other

information source), to label new data
points with the desired outputs.

Active Learning
Loop

ANNOTATE

Human experts annotate
selected examples

Large Unlabeled Da.«

=~ WWW HTML docs

3. Ask Labels from the Oracle for Queried Unlabeled

Sports ~ News  Entertainment Expert or Oracle

5. Learn Again

1. Start with Labeled Da

Small Labelled Data

0 improve the models

TRAIN

L . 2 z
gu:ldt,nuf&n:aw:u",;ﬂ"s y

Train N models
on labeled training data

QUERY

Use acquisition function to
select examples from
unlabeled data

28




Online Learning

Batch Learning Algorithms

Train

—aPxK —
Train
— )

In-time beassndl Validation

v

-

On-Line Learning Algorithms

Actual response of
Covariates of Observatlon 1 covariatesof

Observation 1 Observation 2

Assumed @ Predicti Evolved ! !
Model » » SR Model —_— —)1

T.

. P B . P4 £y
yAdbg ’Méwid’/{)‘sléb
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Multi-task Learning

Standard Individual Task

Training Multi-Task Training

M Model 2 Model 3

Dataset 1 Dataset 2 Dataset 3 Dataset 1 Dataset 2 Dataset 3

multiple learning tasks are solved at the same time, while exploiting commonalities and differences
across tasks. This can result in improved learning efficiency and prediction accuracy for the task-

specific models, when compared to training the models separately 20



Transfer learning etk

a el o
Traditional ML vs  Transfer Learning
e |[solated, single task learning: 1 e Learning of a new tasks relies on
o Knowledge is not retained or the previous learned tasks:
accumulated. Learning is performed o Learning process can be faster, more
w.0. considering past learned accurate and/or need less training data

knowledge in other tasks

Leaming
Task 1
. ‘ ’
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Representation learning or
feature learning

(I

_— LYy
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a class of machine learning approaches that
allow a system to discover the representations

required for feature detection or classification
from raw data.

Default Representation

X

"Good" Semantic Representation

X
X

(

\l

;.

]l
(

\l

;.

1l
Al
y
1l

W E W 5
5@ @ —,;'—:l @ _’,:";l Deep Neural
@ _’:;l _’::\_ _’:;1 _l::\_ Network
Ll o )

(
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Federated learning .

() Aggregate individually trained
models into a single model to
update the current centralized model

@ Send model or model
updates back to the server

Send current model
@ to where data are @ Patient data do not
created and stored @ leave the medical center

% o 5
_{OEEE oooo
< A EEEE 1

D o Bk

— ®
CEm [T —
B || prem—
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%" 2
o A\ A
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Under-fitting Appropirate-fitting Over-fitting

(too simple 1o ({forcefitting—-too
explain the variance) good ta be true) a6

Underfitting: Poor performance on the training
data and poor generalization to other data
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Data RN

e Data is everywhere.

* Data itself can take many forms—character, text,
words, numbers, pictures, sound, or video.

* data is a set of values of qualitative or quantitative
variables.

* Each piece of data falls into two main types:
structured and unstructured.

* To become information, data requires
Interpretation.



Structured data

Semi-structured data

Structured Unstructured
Data Data

What you find in a DB What you find in the ‘wild'
(typically) : (text, images, audio, video)

36
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Some Data Source

* Web and social media data—clicks, history, health
forums

* Machine-to-machine data—sensors, wearables
* Big transaction data—health claim data, billing data
* Biometric data—fingerprints, genetics, biomarkers

* Human-generated data—e-mail, paper documents,
electronic medical records

37
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* Instance: A single row of data or observation.

* Feature: A single column of data. It is a component of
the observation.

* Data type: This refers to the kind of data represented
by the feature (e.g., Boolean, string, number)

e Dataset: A collection of instances used to train and test
machine learning models.

* Training dataset: Dataset used to train the machine
learning model

* Testing dataset: Dataset used to determine
accuracy/performance of the machine learning model.

38



Big data

VOLUME

Huge amount
of data

VERACITY
' Inconsistencies VARIETY
and uncertainty Different formats

in data k of data from

Big Data e

VELOCITY

High speed of
\ accumulation

\

\ of data

VALUE

Extract useful
data

\
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Pre-Processing

Data Preprocessing

Data Cleaning

Data Transformation

Data Reduction

LMissing Data

1.Ignore The Tuple

2.Fill The Missing
Values{manually,by
mean or by most
probable value)

b—. Noisy Data
1.Binning HMethod

2 .Regression

3.Clustering

I— Normalization
Atribute

[T sSelection

L__Discretization

Concept Hiererchy

Generation

—Data Cube
Aggregation

—Attribute
Subset
Selection

= Numerosity
Reduction

I_ Dimensionality
Reduction

. b . P4 57
yAdbg ’M—"aﬁy:g}’/{)‘s%’:
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ML Performance Metrics ... .-

Accuracy
* Precision MODEL EVALUATION
« Recall

* F1-Score

Loss

Prediction
TP + TN
Accuracy = + ~
TP + TN + FP + FN _
TP
Precision = = TP FN
TP + FP E'_g (True Positive) [False Negative)
Recall i 2
ecall = O
TP + FN e FP TN
Precis"on + Reca” - (False Positive) {True Negative)
Fr=2

Precision + Recall

41
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EXAMPLES

e Microsoft

MACHINE LEARNING IN HEALTHCARE

£l

R
R\

X
&

Tempus: making precision medicine
* Tebra: Medical Automation Solution
« PathAI: Al-powered pathology

Ciox Health: Healthcare Data Management
* Solutions:

Beta Bionics: insulin delivery system

Subtle Medical: Al-based software solution that enhances
up to 60% faster MRI

Pfizer: drug discovery company
* Insitro: drug discovery company

BioSymetrics: drug discovery company

42



Application of Machine Learning
in Medicine

43
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HML systems to monitor and
anticipate potential epidemic
outbreaks in various parts of the
world.

This digital system can forecast

disease outbreaks by gathering
data from satellites, real-time
updates on social media, and
other crucial information from
the web.

PHSMs

Jacei"® Origjy,

g International
travel network

Lockdown

i

0 20 40 60 80 100
Time (d)

8 3
Jusuned

Infected population
W
o

o

~
=

Infected
population
8 8

N
o

0 20 40 60 80 100
Time (d)

\2©
jo
e
33
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Early Detection of Disease

New type of Data

New T‘?°|5 in all scale
New Biopsy

Non-invasive

Complex for human understanding
proper for Al

EARLY

 DETECTION
& SAVES
LIVES

Patient data

Patient family and ancestors ' data
Patient environment data
Doctor evaluation

= Detect Early,

X Treat Better

45



Resolution

Multi-omics Data

Data

Sequences

NG

Typing

Population-level

Model

Phylogenetic
trees

T

e

Population
genomics

r

Prediction

Transmission

/0\
& ©
©

Evolution and
selection

Lr oo

Clade growth

fﬁf

Global trends

PR - LYy
dl/'uL‘nJ',»f.:—u:J/’lﬂ";%a

Outcomes
Intervention design ~ ___________________ R
g s Multi-omic Variation \\
O AW .
& © L= A
N 8§ 1 < .\
© ;| D vl .
§ i /7~ Epigenome - ™/ : (\,\M
& N 1 IR
= [ i Healthy
Vaccine design, ¢ -
resistance control 5§ = .
S R vase = E\/‘ \
= : Proteome~L .= ! S 2
:\ /& = dgoj%n TElr / /E Digé;se

Effective and
efficient deployment
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Analyze genetic data

revealing suggesting
disease preventive
prognosis treatments

best success rates
treatment of each
option treatment

Integrate Analyze Visualize

47



Protein Analyzing

Disorder/
Binding sites flexibility

Structure
prediction

Function
prediction

~

Secondary

structure —
g —
—

Transmembrane
regions

Protein-[Protein| DNA/RNA] interactions
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Al and Infectious disease
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Al and Infectious disease

A Application of Al in COVID-19 pandemic

COVID-19
urveillance

Machine
Learning

Natural COVID-19

Blood reports
and patient

Computer

In"\agé and
\Video data

vision
Deep Learning

Vaccine
design

B Artificial intelligence
Machine learning ANN and Deep Learning Computer Vision NLP
Supervised Unsupervised input @@ -------- @ At @\n Cﬂiﬂ
°e 008 @ Video Data = 2 TXT | TXT
% o Input 0 0% © b ! >
°e* 0% 00 e T, o Text data
.0 e Transfer function e \a *
— * k2 1 000 Corona death ML
Labeled data N=l ’ Numeric 0100 Corona. 1.0 03 04
Py Pt = ;’ Data 001 0 Death. 0.3. 1.0 02
/[ ® @\ Incorrectly ‘o0 . 0001 ML 04 02 10
‘... ° Classified 0 o Do Activation function (Z) * Word
'@ "9 9% instance 0% o ¢ ok i
g ) :
A Output gyt Text Classification .
Classification Clustering Cow Cat 0




Al and vaccine development =~

:{: % Host cell Immune response

T-cell B-cell

=L E @@
RdRP lTMPRssz

B

Macrophage

! Example Targets ) ‘l

l [

| % Sprotein {ACE-2 ® MainProtease ¢ RdRP MCP1 L6 :

l [

| '1@,,, > , :}%}k | |

| W v P35/ 0 | !

| / 7 o | MIP-1 IL-8 |

=54 XY

| { 2 1 |

! 1 1
1

i e 4
| Example Databases = Q %& '
== \

| =
) = |
| Zinc Database FDA approved Drugs CoronaDB-Al !
N e e /4

>\ e :

Generator @ Virtual Screening )

(VAE or GAN)

[

Deep Learning
Model

Traditional
Classifier

s \

_________ e e e e
] .

| Vaccine

. e e o v
I

| Small Molecules Antiviral Peptides i T cell Epitopes B cell Epitopes ]

---------------- . 51
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Al in drug delivery

gy Rk
ophmlut'on

00)

12

LIES

[

. DXV nent

®D

AL A mo‘ dmg
_ L routl'

Drug ADME o i

3 | Prediction of drug
" | tre o
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* Support the diagnosis process and predict future

iIssues
Piezo-
Blood pressure electnecflfreﬁistant Heart rate
monitoring monitoring

60

st

é

Glucose
monitoring

ettt e e e

Wearable Technology
Healthcare
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Clinical decision support

Unsupervised  Supervised

3 Linear /
Decision Polynomial
Trees Fit

Regression

Continuous

Hidden Markov
[ Model J Random Forest

Support Log
vé’ggr Regression
Machines

Classification

Discrete

Trees Naive-Bayes

Semi-supervised

Reinforcement .

153 ] Inputs / Learning - Output

Data wt o
S, . i
RS TR S TR

“ R L2 LA S Ny e
. . .

LRy BT . ‘e ¢ R T A
seT [+ R + . o~
it S LI ) o

k-
Action

[ (Update)

State
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Precision Medicine

.

Canier Samypen

wa s [~ [iF

"~
i %
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Development of disease models ~~*

A Infection biology

Gal Bl-4 GlcNAc Bl-2 Gal

. B Vaccine design

. C Treatment strategies

8 Setae B4 bam €3 Gl Macromolecular Protein or nucleic acid Anti-infective
3 o 3R, T sequences sequences susceptibility
= Protein structures T Protein structures Demographics
Microscopy and Antigen binding Pharmacokinetics
morphology information
@ g s gi:i: ; Network modeling Sequence-to-function Regression analyses
e . — cuass 3 Interaction modeling ~: C models ; Se  Geneticalgorithms
CLASS 4 : ifi :
§ T crass 5 Language models : zfi n W _,Y Ensembles of classifiers : °
T_@’ J Neural networks ' e o'
| °
n ACTIVE
"3 Immunogenicity Antigen presentation Drug efficacy
.._g.- Protein-protein interactions Vaccine efficacy Proper drug selection
o Pathogen killing and escape ’a:mﬁ Translational efficacy Combination dosing
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Predictive analytics
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Disease Risk Assessment

. Artificial
 intelligence :

Q. ‘$
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*

*

............

Risk stratification Explained prediction
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Cancer Recurrence Prediction

4+ 1r-

Guihong Wan et al., Prediction of early-stage melanoma recurrence using clinical and
histopathologic features,” npj Precision Oncology volume 6, Article number: 79 (2022)

Y
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§
Predicting the Risk of Cancer é

Lo Yy
ul{tdtmu’w;«u:d//(ﬁ:wb

BC risk factors related to
familial history

W [ S—

Networks of interacting

" genetic and BC risk factors , 9
related to familial history i %

L AG CC . AT | Case
TAA OGLLTT | Case

|66 6 1T Coomi

l’nh‘elhd data

......................

JW e

Genetic variants (SNPs)

AG AA ., GG

Networks of risk-predictive
imteracting SNPs

Networks of interacting gemetic

—+and BC risk factors related to — ?
L ocstrogen metabolism (" J— i’

Oestrogen Unlabelled data
receptor
(m-e--h -
[___on receplor |
BC risk factors related

to oestrogen metabolism
Training phase Test phase

Hamid Behravan,

Predicting breast cancer risk using interacting genetic and
demographic factors and machine learning, Scientific Reports volume 10, Article
number: 11044 (2020)
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Analyzing Signaling Pathway

[ Epigenetics J [ Genomics ] Proteomics Metabolomics

L. J

N

L 2 3 L J L ]
Degree centrality Neural network

IN

Anticanoer hrget] Druggabilily] Drug screenlngl Drug properties]

LB & @

Artificial intelligence in cancer target identification and drug discovery, Signal Transduction and
Targeted Therapy volume 7, Article number: 156 (2022) 61




Model training

Action l

Data collection

Explainable decision
support

- | Mortality risk
Hl =
= Time

Data integration LSTM network

Predicting 180-day mortality for women with ovarian cancer using machine learning and patient-reported
outcome data, Scientific Reports volume 12, Article number: 21269 (2022)
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Predicting Treatment Response

Patient tumors Cancer cell lines Patient-derived xenografts

228 o @@f@

76» Molecular
profiling ~
ql‘ Pharmacological P
Q profiling ?
NS
a Tumor cells ,(% Q\‘ . <
%}Q R 0 9‘43;”-90

LORTES
\» ki

<

‘8.2 262
&2 e

One-size-fits-all Personalized monotherapy

Machine learning approaches to drug response prediction: challenges and recent progress, npj

Precision Oncology volume 4, Article number: 19 (2020)
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Al-based Patient Monitoring
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Intelligent Oncology i

exemplary user automated nodule stratification beyond automated tumor
( new data types detection TNM staging burden evaluation

|:| Al applications

I
I
I radiology notes,
tumor board notes, | surrogate endpoints
|
I
.

low-dose chest CT,
radiology notes

[
|
|
[
I

staging data !

v3 ol % @

Prevention Screening Diagnosis Staging Treatment Response Follow-up
(pathologist) (medical oncologist ) (radiation oncologist) (radiologist) (medical oncologist

Cancer patient
data stream

time-series data
from wearables

biopsy data, pathology
report, histology

radiation dose, 1
toxicity data palliative care data, f
|
|
|
|

I
I
: performance status
I
I

N —.

automated risk automated toxicity prediction predict patient
prediction diagnosis & grading and management reccurence risk
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Digital paOlcgy

B

* Time-consuming,
can lead to errors,
and is subjective.

66



/=

h grade

H
PDxBr Risk Score >

Low grade
PDxBr Risk Score <58



Imaging

* The Al software is designed to compare current
and previous images, analyze them, and prioritize
them too.

Fi

S -
1L

Breast Dersity Mapping
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Radiology

* Interpretation of Radiology Images
* Virtual Biopsy
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Gastroenterology

(IS

— A4 ‘Z
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* April 2021: Gl Genius (Cosmo Artificial Intelligence—Al, LTD)

* It is a computer-assisted reading tool designed to aid

endoscopists in detecting colonic mucosal lesions (such as

(
olyps and adenomas) in real time during standard white-
ight endoscopy.

Claudio Luchini Et al, “Artificial intelligence in oncology: current applications and future perspectives”
British Journal of Cancer, vol. 126, pages4-9, 2022.
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Helping in Medical Decision
Making
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Inside the operatlorr room, preasmr( timely
assistance, and the surgedn’s

ertise a‘e the key
to success. " >
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Uncertainty in Cooperative
Decision Making Decision Making
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Predict the risk of major
complications after surgery

([

<
s
&
& ‘
5\
&N

e flap failure
e surgical site infection
 wound dehiscence

* deep vein thrombosis,
* reintubation

Benjamin Shickel Et al., “Dynamic predictions of postoperative complications from explainable,

uncertainty-aware, and multi-task deep neural networks,” Scientific Reports volume 13, Article

number: 1224 (2023) 72



Predict the risk of mortality after
surgery

Seung Wook Lee Et al., “Multi-center validation of machine learning model for preoperative
prediction of postoperative mortality,” npj Digital Medicine volume 5, Article number: 91 (2022)73



Medical Robotics
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Post-operative Ph{

e Surgical room organization
e Estimating remaining surgical time

e Estimating patient’s recovery time
e Estimating blood loss
* Patient Monitoring

* Remote Patient Monitoring

 Modification of medical treatment

Pranav Rajpurkar Et al, “Al in health and medicine,” Nature Medicine volume 28, pages31-38 (2022).

Julian N. Acosta Et al., “Multimodal biomedical Al,” Nature Medicine volume 28, pages1773-1784
(2022)
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Enhance surgical training

* Training

PR A Iy
GAdis L.,f.;«w!u"/ﬂ/)”:%:

* Scoring the performance of surgical trainees.

Resident

Data generation Raw data Performance metrics

6 O

movement force

Oy

bimanual skills tissue

Pre-Al steps

Al Application

= Continuous Qa

assessment

' . b Two structures Hepatocystic triangle Cystic plate L] .Iﬂtell]g?nt Training A Long
Visible tips " _ » 8 Instruction Short Term

S 2% b » . / : = Risk warning | Memory Network

skilled

2

less-skilled

Dataset comprising
different levels of expertise

AL artificial intelligence

Omri Bar Et al., “Impact of data on generalization of Al for surgical intelligence applications,” Scientific Reports
volume 10, Article number: 22208 (2020)

Recai Yilmaz Et al., “Continuous monitoring of surgical bimanual expertise using deep neural networks in virtual
reality simulation,” npj Digital Medicine volume 5, Article number: 54 (2022).

Pietro Mascagni Et al., “Computer vision in surgery: from potential to clinical value,” npj Digital Medicine volu7r2e
5, Article number: 163 (2022) .
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Hospitalization, Triage tools,
Operating Room

{
N
s
T

Predictions of the surgical case duration

Precise scheduling, limiting waste of resources

dentifying surgeries with high risks of cancellation

I k \&V’

[1] J.-Ting Lee, “Prediction of hospitalization using artificial intelligence for urgent patients in
the emergency department,” Scientific Reports, vol. 11, No. 19472, 2021.
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Organ Transplant

e Optimal transplant donor organ
* organ-allocation

[1] N. Gotlieb Et al., “The promise of machine learning applications in solid organ
transplantation,” npj Digital Medicine, vol. 5, No. 89, 2022.
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Al can predict the progression of a disease
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B I'a | f Ca ncer (Al and optical histology (SRH))

a b

SRH imaging Multi-modal, multi-label represention learning DeepGlioma molecular prediction

/ Patient MRI \ /SRH patches SRH encoder \ / Automated tumor

. segmentation Masked label
SRH embedding -

training

-

P |
~— Ol o2

Embeddmgs

Transformer encoder

TCGA, CGGA, Molecular classification @
etc. Genetic encoder ‘Oligodendroglioma, ES 10
P IDH-mutant, 1p19q co-deletion” = S o
. =dcC o Los
IDH-2 ' & 2 0
1p19q A
Genetic embedding = ~
ATRX 3
P53 7

o—[PH1

TERTp

CDKN2A
NF1
FUBP1
PTEN
EGFR

C o—— S,

0 Probability 1.0 .
Molecular subgroup [ e ]
0  Probability 1.0

heat ma
j \ P Molecular genetic heat mapsj

* Molecular classification has transformed the
management of brain tumors by enabling more
accurate prognostication and personalized treatment.

o,
R
o,
Q
Q
O
O
O
o)
O
O
O

cic

Artificial-intelligence-based molecular classification of diffuse gliomas using rapid,
label-free optical imaging, Nature Medicine volume 29, pages828-832 (2023)
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Walking naturally after spinal cord
injury using a brain—spine interface

a Anatomical _, Magnetoencephalography imagery _, Postoperative localization

Cortical implants incorporating 2 x 64 channels localization (right hip flexion attempt)

- LR
Electrocortico-
graphy

Lesion

Y :
~ Cortical
implants 4

Wearable processing unit
Receive neural data

Targeted .
epidural Extract spatial, temporal and
electrical spectral features to predict C Magnetic resonance

Calculated optimal
localization

motor intentions
Send updated stimulation
commands

stimulation imaging and computed T
tomography scan -
- N

o
\

Selective
activation
of muscles

o

{

-~
&~

Dorsal root
entry zones

Stimulation <«——— Processing «—— Recording «—!
segments

/-s.l
r
Spinal cord

= —— Vertebrae — o
o
16 electrrodes paddle lead
targeting dorsal roots entry zones

4 3o | Sagittal

£ ¥ (.-

Walking naturally after spinal cord injury using a brain—spine interface, Nature volume
618, pages126—-133 (2023)
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IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 31, NO. 4, APRIL 2023

Cross-Modal Integration and Transfer Learning
Using Fuzzy Logic Techniques for Intelligent Upper
Limb Prosthesis

Jin Huang ', Zhijun Li1"¥, Fellow, IEEE, Haisheng Xia"’, Guang Chen"”, Member, IEEE, and Qingsheng Meng

Lateral grasp Precision grasp

Hook grasp Power grasp
(d) (e)
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. Vision fuzzy decision strategy . Second-level fuzzy decision
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. ‘ it AT T B First-level fuzzy decision strategy - gy
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Acquire Preprocess Transfer Classification |
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First, a transfer learning approach is proposed to improve the decoding of

] human’s intent and enhance the effectiveness of skill transition. 83



Stroke Type of Stroke CT Score
Stroke

detection detection grading

large vessel Predict imaging triage,

occlusion and clinical quantification,
detection outcomes surveillance

LESION
NEUROIMAGING SEGMENTATION
& DETECTION

PREDICTION IMPROVING
& PROGNOSIS LIFESTYLE
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Brain-implanted Al chip

¥

§

£
<

Treating brain disorders using implants

Lawrence Livermore Laboratory scientists are developing a treatment for brain disorders, such as PTSD,
using microprocessors to control implanted electrode arrays. Here's how they work:

@ Electrode arrays € Control module
placed Quoror | microprocessor
g':;lr?péggr'gg: et(r:‘t?ical g' interprets brain signals
signals froi Vaflous S ﬁiﬁ%ﬁgcfimggion chips
parts of the brain. g '
€) Neuromodulation 0\\ €3 The module then directs
chips transmit B _neuromodulation chips to
signals to energize specific
a control module electrodes on the arrays,
MICroprocessor. which stimulate affected

areas of the brain.
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Al in Internal Me

Public Health

—

Identification
of outbreaks
by monitoring
Internet traffic

Tracking of

cases, outcomes,
and relationships —
to local factors

J

Contact
tracing within
an outbreak

LY e

and retainment

Clinical-Trial Performance
Decision support in trial design
Patient identification, recruitment,

Outcome and side-effect monitoring

Retrieval of Medical Information

Use of multiple information
sources about a patient
to make a diagnosis

Internet search engines
EMR decision support

ICINne

Image Analysis

Operational Organization
Operating-room scheduling
Billing and collections
Patient follow-up

.o a
ulﬁdt»u’&x;«u:d//(ﬁ:?l:
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Artificial Intelligence in

Cardiology

Novel Therapeutic
Agent Discovery

Precision
Disease Stratification

LY

Research and i : Population
A ) )

Al-aided Therapy
Diagnosis Selection

Artificial
Intelligence

Integration
of Multi-omic Data

Extension of
Physician Efficiency
and Efficacy

Optimized
Resource Allocation

O

Continuous
Remote Monitoring
and Diagnostics

[

‘-)r/_tdlun&l u;wﬁkﬁ,fé’u
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New types of Breast Cancer Biopsy-:—
Breath biopsy

Sensor responses

e Volatile biomarker / %

Time . . / . ) |‘ I'|
. on i ) FAN

Supervised machine AR |
el ; . ' Sensor arrays |
learning analysis

3 / )
f \l 2= L~ —
Time
©
/
. "’
0 °)

Breath biopsy Breast cancer ce

Breath biopsy of breast cancer using sensor array signals and machine learning analysis,
Scientific Reports volume 11, Article number: 103 (2021) 89
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Anterior segment Posterior segment Fundus diseases

diseases

Visual field abnormalities

abnormalities

Anterior chamber
abnormalities

Anterior chamber

angle abnormalities

Anterior segment
abnormalities

Retinal vascular
diseases

Corneal abnormalities Orbital diseases Retinal and choroidal

diseases

[1] A. Rao Et al., “Accessible art|f|C|aI intelligence for ophthalmologists,” Eye, vol. 36, pp. 683, 2022.

[2] S. Jeon Et al., “Al papers in ophthalmology made simple,” Eye, vol. 34, pp. 1947-1949, 2020.
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CKD-MBD®*#1
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Pathological diagnosis 1>

ICD-11

Make appropriate ICD Codes **!

R b—

Assistance of needle insertion!””"

Anemial®*% Wearable dialysis devices!”7

Blood pressure and fluid volume management”"!

Guiding treatment

[1] T. J. Loftus Et al.,, “Artificial intelligence-enabled decision support
nephrology,” Nature Reviews Nephrology, vol. 18, pp. 452-465, 2022.
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Al in Otolaryngology

STEP 1 STEP 2 STEP 3
5 Algorithm generates Computer uses inferred
o ; (] Humans label training data y 3 k
£ : . g inferred function from function f (x) to label
S Unlabeled data Labeled data labeled training data new data
S o o 3 o Unlabeled data Labeled data
E .E s ﬁ'NonJ \ :
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5L Q 3 o \\;inusesv /
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(72} [ ) %
c * +  Bleeding
D 5 3

o Yy
GAdis L,_.;wuv/ﬂm,%

[1] N. A. Lesica Et al.,, “Harnessing the power of artificial intelligence to transform hearing
healthcare and research,” Nature Machine Intelligence, vol. 3, pp. 840-849, 2021.
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Obstetrics and Gynecology
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Automatic segmentation of the nuchal
membrane and the edge of the soft
tissue overlying the cervical spine

Automatic mid-sagittal plane detection

Medical
Devices

Medical

Telehealth . i
Diagnosis

Robotic
Surgery

Clinical
Trials

Artificial Intelligence

Calculates the minimum vertical distance
between the two lines and computes the
largest as the NT measurement

endometriosis
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Artificial intelligence in Fertility
technologies
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Al in Pediatrics

P LYy
Y 'M.;«w:v-"/dﬁ’lpb

Y

Y v Y . Improved handling and
N ' interpretation of data
« Research and analysis
« Precision Medicine
M-
H
c\("“‘c medica/ ’ec
&
()
« Ambulatory vitals & %
monitoring ;o& N - Deep learning
« Health promotion é&* % based image
and education £ % processing and
- Disease 2\ classification
detection 2%
;v?t?\tz; 5 Ca::t:lsEF > - Digital stethoscope
) = and cloud reporting
« Predict long-term \ @ s
mortality post 73 kS « Al algorithms:
cardiac surgery S ¥ i) Wavelet analysis
7 & ii) Artificial
.. \F Neural
Networks

4%

« Deep learning based
detection system
« FINE (Fetal intelligent 4
navigation system) -
[1] Sitek Et al.,

“Artificial intelligence in the diagnosis of necrotising enterocolitis in newborns,“Pediatric
Research, 2022.
[2] H. Liang Et al.,

“Evaluation and accurate diagnoses of pediatric diseases using artificial intelligence
Nature Medicine, vol. 25, pp.433—-438, 2019.

[3] L. A. Knake Et al., “Artificial intelligence in pediatrics: the future is now,” Pediatric Research, 2022
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Anesthesiology

Closed-loop

Anesthesia Delivery
stems Vital signs . .
Sy A‘;“ms Clinical Decision
/ Brain monitoring Support Systems
|
—eug O o T
- yoolemy A nical guiagelines
+ I IIJ; ‘e Patients Data
i ... it
S iEgi=> it
Tallored Anesthesia /| <+ % %7 ¢

Delivery
Mechanical Robots :

S L Tele-Anesthesia ]

Intubation VJ ¢ -
. [&] =@
Regional . . e, - .
Anesthesia ™, = Ik Augmented Reality
Telemedicine Q 0
Devices network

[1]N. Miyaguchi Et al.,, “Predicting anesthetic infusion events using machine learning,” Scientific
Reports, vol. 11, No. 23648, 2021. 96



Al in Emergency Med

Pre-Hospital

- ED volumes predictions
- Computer assisted emeregency dispatch

- Using wearables to predict and
trigger alarm for seizures & falls

cine ' !\'
d

Documentation

- Automated Scribes - using
speech recognition and natural
language processing to start
documenting patient encounter
in real time

- Triaging patients faster, cheaper,
and with equal accuracy

- Predicting likelihood of cardiac
arrest or sepsis at 72 hours

Disposition
- Monitoring vitals to predict
likelihood of future

complications such as sepsis
or cardiac arrest

Investigations

- Point of care blood testing

- Interpreting diagnostic imaging for:
* Common fracture
* Pneumonia
* Ejection fraction
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Orthopedics

Y e i
ClinicaIOrthopgdics & Traumatology

APPLICATIONS OF Al IN ORTHOPEDICS

ORTHOPEDIC ONCOLOGY

-Automated diagnosis of tumors

-Classifying tumors as benign or mahgnant
-Prediction of recurrence, survival, and life-expectancy
~Tumor burden analysis

. TRAUMA
-Automated fracture detection

SPORTS MEDICINE
-Automated detection of soft tissue patholegy (e.9. ACL, meniscus)

SPINE

-Au loraledvel ebral localization

-Disc cegene ation severi 1y classi fcahon

JOINT RECONSTRUCTION
-Automated OA diagnosis
-0A grading
-Pedc ng skolOApoq ession

- mplanl ifi

-Preoperative p«ed iction of LOS, oosl and long term PROMs
ive planning

~R&D/Implanl up!lm ization

[1] Zibo Gong Et al., “ Automated identification of hip arthroplasty implants using

artificial intelligence,” Scientific Reports, vol. 12, No. 12179, 2022. o
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Al in Pain Management

Rewwse parieos ooninodng

lrmsenive techrolagy medicine

[1] S. D. Tagliaferri Et al., “Artificial intelligence to improve back pain outcomes and lessons learnt

from clinical classification approaches: three systematic reviews,” npj Digital Medicine, vol 3, No.

93, 2020.
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Al and Pharmacology

Delivery

100

1"



Al in Dentlstry
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Benefits of Al
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Al Challenges a | M

AN
‘ Bias in data sets, and selection of algorithms

‘ Lack of transparency Explainable artificial intelligence (XAl)

|
‘ Inaccurate results
|
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A

Note that!!

« AI may not replace human doctors.

e Since doctors are trained to not only diagnose and
treat diseases but also to provide emotional support
to patients.

* Al cannot replace the empathy and compassion that
doctors bring to their work.
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Prevention

Early
Detection

Recurrence
Prediction

Treatment
Selection and
Analysis

Critical
Decision
Making

Mortality and
Morbidity
Prediction

Post Hospital at Home
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